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T
he field of Digital Humanities has been transformed in recent years,
not just because of advances in computing software and hardware,
but in particular because of breakthroughs in Natural Language Pro-

cessing (NLP). In this introduction to this Special Issue related to the Tibetan
NLP and Technology panel at the conference of the International Association
of Tibetan Studies (IATS) in Prague in 2022, we give a brief overview of the
so-called ‘state-of-the-art’ of NLP and Digital Humanities tools for Tibetan
Studies in particular. We aim to provide accessible introductions to the con-
tributions in this Special Issue by other panel members as well as other recent
developments in the field of ‘Tibetan Tech’ that could benefit any scholars in
the field.

1. Introduction

In the Humanities, Social Sciences, Cultural Heritage and literary communi-
ties, there is increasing interest in, and demand for, Digital Humanities and
Natural Language Processing (NLP) methods to enhance our data and facil-
itate new lines of research. The IATS 2022 panel ‘Tibetan digital humanities
and natural language processing’ aimed to bring together researchers from all
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these areas to discuss new technologies, NLPmethods and digital humanities
tools related to any aspect of Tibetan Studies (language, linguistics, culture,
history, literary studies, etc.).

Recent years have seen great progress in these areas with a wide range
of research projects focusing on various aspects of Tibetan NLP and Digi-
tal Humanities. The panel encouraged discussions on both the technical as
well as the applied side, so that both developers and users of these new tools
can collaborate and enhance their research. In 2022 already, there were ma-
jor Tibetan text corpora that could be digitally mined. Nonetheless, digital
techniques have not reached everyone in the field of Tibetan Studies yet. In
addition, there remained a gap even between those technologically engaged
Tibetologists working on resource creation (e.g. library scientists) and those
working on task-based tools (e.g. computational linguists) as well as as the
wider field at large. This panel provided an excellent forum for researchers
working across the domains of Tibetan digital humanities, natural language
processing, and library science to share results and build collaborations.

Developments in the field of NLP and Digital Humanities are quick even
for languages like Tibetan that are traditionally classified as ‘low-resource’
and ‘under-researched’. The panel and this Special Issue demonstrate, how-
ever, that rapid progress in the field has opened up a wide range of opportu-
nities from digitising textual and audiovisual resources to get data (Section 2),
to enriching data through linguistic annotation (Section 3), retrieving infor-
mation from digitised and annotated resources (Section 4) as well as Machine
Translation (Section 5) and language learning or textual editing (Section 6).

2. Getting Data: ASR & OCR/HTR

Advanced textual analysis tools require a corpus of digitised texts in a Uni-
code format, henceforth called “e-texts”. Data for Tibetan languages comes
from various resources. For historical data, we mainly rely on manuscripts or
xylographs, whereas new data formodern Tibetan languages can be collected
in both written and audiovisual format.¹

2.1 Optical and Handwritten Text Recognition (OCR/HTR)

In recent years computational methods have been employed in order to digi-
tise written or printed data in a more efficient way through the use of Optical
andHandwritten Text Recognition that take imageswith a textual component

1 Inmore recent years, especiallyModern Standard/Lhasa Tibetan data has become available as
original e-texts as well (i.e. so-called ‘born-digital’), which makes it easier to study this variety.
In this article, however, we focus on materials that are not yet digitised.
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as an input and outputs a Unicode transcription of the text that is automat-
ically searchable. Optical Character Recognition (OCR) was originally used
for typed books (depending on white space between characters), but has now
become a more general term for any form of automatic recognition of any
type of texts. Handwritten Text Recognition (HTR) focuses specifically on
manuscripts that are handwritten and therefore present a more challenging
task. When it comes to Tibetan, progress was initially made for the (printed)
uchen script, starting in the late 1980s in a collaboration between Bell Labo-
ratories and the University of Virginia (Baird & Lofting 1990), and a range of
Chinese OCR implementations in the following decades (e.g. Wang & Ding
(2003: 5296), Drup, Zhao, Ren, Sanglangjie, Liu & Bawangdui (2010)) as well
as efforts to use multi-language OCR software like Tesseract and Abbyy, and,
finally, custom-made software like Namsel, which was used at the Tibetan
Buddhist Resource Center (TBRC) to support the production, review, and
distribution of searchable Tibetan texts at a large scale (Rowinski & Keutzer
2016). Most recently, the Buddhist Digital Resource Centre (BDRC) has col-
laborated with the Google Cloud Vision team, and a number of scholars, to
speed up the creation of e-texts from their digital image library, focusing on
OCR as well as automated post-correction.

Queenie Luo’s contribution to this Special Issue gives an excellent exam-
ple of a post-correction pipeline. In her article, she reports on the outcomes
of a joint BDRC-Harvard-Berkeley project creating a Buddhist manuscript
database using Natural Language Processing (NLP) algorithms. BDRC has
digitised over 8,000 volumes of Tibetan Buddhist texts in recent years, most
of which were processed by Google Cloud Vision’s OCR engine. Since these
OCR engines do not create a perfect e-text corpus, Luo shows how using
Tibetan language models (e.g BERT, Bidirectional Encoder Representations
from Transformers, GRU (Gated recurrent unit) and LSTM (Long-Short Term
Memory) can not only facilitate auto-correction, but also develop further tools
to retrieve named entities, identify topics as well as different genres. Her
workflow combines automated computational as well as human efforts to op-
timise the results by first automatically mapping the OCR-ed e-texts with a
Tibetan dictionary, and then using a spelling-check model to auto-correct the
misspelled words based on their context. Following that, human experts vali-
dated and edited all machine-corrected texts, which were thenmade publicly
available through the BDRC online BUDA platform.

While Google OCR² performs reasonably well for printed books in the
standard Tibetan uchen script, block prints usually prove more challenging.
This most commonly-found form of Tibetan literature exhibits more irregu-

2 https://cloud.google.com/use-cases/ocr

https://cloud.google.com/use-cases/ocr
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larities and digital images are not as clear as modern printed publications.
Early efforts on OCR of blockprint identified the key challenges with this
medium, but were not very successful at addressing them (Hedayati, Chong
& Keutzer 2011). The BDRC has therefore developed a model for both layout
analysis as well as OCR for block prints.³

Meanwhile, digitising handwrittenmanuscripts is an evenmore challeng-
ing task, due to various reasons ranging from awide variety of cursive scripts,
as well as typical features of writing styles such as overlap in characters (i.e.
lack of white space separating them), lack of straight lines and the use of
marginalia. In her contribution to this Special Issue, Rachael Griffiths dis-
cusses these challenges in the context of her work for the The Dawn of Tibetan
Buddhist Scholasticism (11th-13th) (TibSchol) project at the Austrian Academy
of Sciences, which is utilising the Transkribus platform to explore possible so-
lutions to automate the transcription of Tibetan cursive scripts, in particular
Tibetan ume. Transkribus is a user-friendly platform for transcribing, anno-
tating, and searching historical manuscripts, which can be run on a local ma-
chine or in an online web interface (Muehlberger, Seaward, Terras, Oliveira,
Bosch, Bryan, Colutto, Déjean, Diem, Fiel et al. 2019). She presents a detailed
methodology and workflow for recognising the text fields (layout analysis)
as well as different models to transcribe the text after providing the system
with manual training data (“Ground Truth”).

Fig. 1 – Screenshot of the OCR/HTR input view in Pecha Tools

3 https://huggingface.co/BDRC

https://huggingface.co/BDRC
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Fig. 2 – Screenshot of the OCR/HTR correction tool with list of conventions

The results form an important step forward for anyone working with histori-
cal Tibetan documents that are handwritten, since they can form the starting
point for any future HTR model that aims to transcribe any type of Tibetan
cursive writing, as shown by the application of the TibSchol models to new
materials from a very different period and region investigated in the ERC-
fundedPaganTibet project led byCharles Ramble. For this project, a newHTR
input and correction workflow and tool was developed in collaboration with
Esukhia and the BDRC to facilitate transcription. Figure 1 shows an exam-
ple of an easy way to input transcriptions, while Figure 2 shows an example
of the HTR tool that enables manual correction of automatically-generated
transcriptions. Both tools have a built-in list of conventions for transcribing
particularly difficult graphemes, ligatures and abbreviations (shown in its ex-
panded version in Figure 2).

Finally, work on the generation of synthetic data in Tibetan cursive is un-
dertaken by BDRC in collaboration with Esukhia & MonlamAI means fu-
ture training of HTR models for these script varieties should be even more
straightforward. Overall, these new methods to automatically create and cor-
rect searchable e-texts form a great leap forward in efforts to make written Ti-
betanmaterials accessible to both academics and the general public anywhere
in the world through collaborations with the BDRC and its BUDA platform
where new manuscript images and e-texts are (and will be) stored even after

https://library.bdrc.io/
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these projects have ended.

2.2 Automatic Speech Recognition (ASR)

In addition to OCR and HTR, much progress has been made with Automatic
Speech Recognition (ASR) of audio(visual) data. Developing good ASR mod-
els facilitates the creation of any Speech-to-Text (STT) or Text-to-Speech (TTS)
tools. In the last decade deep-learning methods have overtaken traditional
hybridmodels that consisted of a lexicon with a custom phoneme set for each
language, handcrafted by phoneticians. The more recent end-to-end deep-
learning models, on the other hand, directly map the acoustic input onto a
sequence of transcribed words without the need for force-aligned data or a
language-specific lexicon.

For Modern Standard (Lhasa) Tibetan, Esukhia and MonlamAI have led
efforts to collect and transcribe data that can be used to train ASR system.
Their ‘Tibetan Voice’ data set currently contains >950 hours of Tibetan films,
religious teachings, natural speech, audio books as well as children’s speech.
Their latest model (OpenPecha run 10) achieves results of 20.42 Character Er-
ror Rate (CER) on the benchmark.⁴ Based on these, MonlamAI have also built
Speech-to-Text and Text-to-Speech tools, which can transcribe recordings or
produce spoken Tibetan from text online.⁵

For non-English ASR in general, but in particular for any non-standard Ti-
betan variety for which no large transcribed and time-aligned audio datasets
exist, creating high-quality end-to-end STT systems has been challenging un-
til recent developments in multilingual deep learning. Baevski, Zhou, Mo-
hamed & Auli (2020) show that their Wav2Vec2 model, which learns repre-
sentations from speech audio alone can outperform earliermethodswhen it is
fine-tuned on transcribed speech in any target language. Similarly, OpenAI’s
Whisper trained on 680k hours of multilingual web data (about a third of
which is non-English) has enabled transcription in multiple other languages.
Since the proportion of English data ismuch larger inWhisper than inWav2Vec2,
the latter proves more successful for finetuning languages like Tibetan. Be-
cause most of the training data in these models consists of European lan-
guages, transcription in a regular, romanised script with a straightforward
1-to-1 mapping of sounds and graphemes is easier for these models. Stan-
dard (Lhasa) Tibetan audio is generally transcribed in Tibetan Unicode script,
which even in its romanised (Wylie) conversion is far removed from its pro-
nunciation. Fine-tuning of these ASR systems for languages like Tibetan is

4 This dataset and their models can be found on https://huggingface.co/openpecha.
5 Speech-to-Text: https://monlam.ai/model/stt and Text-to-Speech: https://monlam.ai/
model/tts.

https://openai.com/research/whisper
https://huggingface.co/openpecha
https://monlam.ai/model/stt
https://monlam.ai/model/tts
https://monlam.ai/model/tts
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therefore most successful when used in combination with language-specific
pre- and post-processing tools that can convert scripts and use language-
specific dictionaries and spell-checkers.

The real strength of these multilingual models, however, lies in their abil-
ity to enable fine-tuning of extremely low-resource and endangered languages,
like most non-standard modern Tibetan varieties. For example, O’Neill, Mee-
len, Coto-Solano, Phuntsog & Ramble (2023), based on earlier work on en-
dangered languages by Coto-Solano (2021) and Coto-Solano, Nicholas, Datta,
Quint, Wills, Powell & Feldman (2022), show that fine-tuning a Wav2Vec2
model for Dzardzongke (South Mustang Tibetan) can be particularly useful
in language preservation, as it forms an efficient way to address the well-
known transcription bottleneck in endangered language documentation (Shi,
Amith, Castillo García, Sierra, Duh & Watanabe 2021). Meelen, O’Neill &
Coto-Solano (2024) demonstrate that results can be further improved through
transfer learning (i.e. using converted Standard Lhasa Tibetan data to en-
hance the dataset) as well as signal and output modifications. For example,
pitch and amplitude modifications yield Character Error Rates (CER) of <10
with transcribed input of less than two hours of Dzardzongke data. Adding
a post-correction dictionary (even just one built-up automatically from just
three hours of input data) further improves results with a CER of 8 and a
Word Error Rate (WER) of 32. These results are extremely promising for other
non-standard varieties of Tibetan, especially those that are in danger of dis-
appearing in the near future.

3. Linguistic Annotation

Transcription ofmaterials is generally not sufficient for research into language
variation and change, or any other form of linguistics. Especially for histor-
ical stages of the language, where native speakers are not available, it is es-
sential to have access to well-annotated corpora to get the most out of scarce
data. Linguistic annotation can also facilitate research beyond linguistics such
as history and religious studies (cf. Krishna, Vidhyut, Chawla, Sambhavi &
Goyal (2020) for an investigation of large, annotated religious corpora) or lit-
erature (cf. Reiter, Gius, Strötgen & Willand (2017) on performance gains in
finding narratives structures when the corpus is accurately annotated). In
general, good word and sentence segmentation is often essential to feed into
off-the-shelf digital humanities tools for topic modelling, document classifi-
cation, information retrieval, etc. (see also Section 4 below).
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3.1 Normalisation, Tokenisation & Segmentation

Linguistic annotation can be done on various levels, from surface-level nor-
malisation, tokenisation and (sentence) segmentation tomid-levelmorphosyn-
tactic annotation as well as the addition of semantic and pragmatic features
in deeply-annotated corpora. Especially in the absence of a reliable automatic
lemmatisation tool, which groups together different inflected or conjugated
forms of the same word, it can be useful to preprocess historical texts by nor-
malising the orthography and/or standardising certain aberrant features. For
Old and Classical Tibetan, for instance, this can be done using Faggionato &
Garrett’s 2019 Constraint Grammar Formalism. When spelling variation is
the focus of research, these steps can (and should, probably) be skipped un-
less links to the original versions are kept, e.g. throughmulti-layered XML or
JSON formats that preserve diplomatic transcriptions alongside normalised
forms. Preprocessing and normalisation specifically, however, is very ben-
eficial for any subsequent annotation tasks, such as segmentation, Part-of-
Speech (POS) tagging or parsing.

Tokenisation (splitting into meaningful words or tokens) and sentence
segmentation are non-trivial tasks in languages like Tibetan inwhich the script
does not indicate meaningful word or sentence boundaries. Early tokenisa-
tion attempts focusing on meaningful linguistic units in particular include
the syllable-tagging and recombination method developed by Meelen & Hill
(2017), building on earlierwork byGarrett, Hill, Kilgarriff, Vadlapudi&Zadoks
(2015). Since the Tibetan script marks syllable boundaries, either by a tsheg ་
or by a shad །, these can be used to automatically split syllables. To facilitate
multisyllabic meaningful units or ‘words’ alongside monosyllables, Meelen
& Hill (2017) recast tokenisation as a syllable-tagging task with labels for be-
ginning, middle and end syllables with a postprocessing procedure that com-
bines these into meaningful linguistic units. More recent Tibetan tokenisers
such as OpenPecha’s Botok⁶ use dictionaries to split a text into meaningful
words or tokens. Depending on the specific Tibetan variety, the wordlist can
be adjusted to get better results for different dialects. In addition to word seg-
mentation, Botok also has the option to split sentences and/or paragraphs.
Similarly, the ACTib segmenter and POS tagger⁷ can do both word and sen-
tence segmentation for Old and Classical Tibetan, using a combination of
the Botok tokeniser and a syllable-tagging method with a number of post-
processing rules that focus on getting meaningful linguistic segments on the
word and sentence level (cf. Meelen, Roux & Hill (2021) and Faggionato,
Hill &Meelen (2022)). Consistent andwell-thought-through normalisation &

6 https://github.com/OpenPecha/Botok
7 https://github.com/lothelanor/actib

https://github.com/OpenPecha/Botok
https://github.com/lothelanor/actib
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segmentation are often essential to improve word embeddings and large lan-
guage models (like those forming the basis of tools like ChatGPT, cf. section
4 below). Sentence segmentation in particular is also crucial for the develop-
ment of well-working machine translation tools.

3.2 Adding morphosyntactic and other information

For more sophisticated linguistic analyses, normalisation and segmentation
of the data are not nearly enough. Adding detailed and reliable morphosyn-
tactic information is not only useful for both synchronic, comparative and
diachronic linguistic research, it can also enhance other NLP tools such as
word embeddings (cf. Garcia-Silva, Denaux & Gomez-Perez (2021)).

In a series of papers, Edward Garrett, Nathan Hill and Abel Zadoks and
colleagues presented one of the first attempts of addingmorphosyntactic tags
to each token (i.e. Part-of-Speech ‘POS’ tagging) of a small Classical Tibetan
corpus . They used a rule-based tagger to disambiguate Tibetan verb stems
Garrett, Hill & Zadoks (2013) and POS tag four Classical Tibetan texts (Gar-
rett, Hill &Zadoks (2014) andGarrett et al. (2015)). They present a detailed set
of morphosyntactic tags, going much beyond the usual set of 10-15 Universal
Dependency tags⁸ to facilitate more detailed linguistic research. Meelen &
Hill (2017) built on this first manually-corrected, POS-tagged corpus to train
a memory-based tagger, achieving 95% Global Accuracy in a ten-fold cross-
validation with a tagset consisting of 79 morphosyntactic tags, which Fag-
gionato & Meelen (2019) extend to Old Tibetan as well.⁹ Meelen et al. (2021)
optimise the annotation pipeline and test neural-based methods for annota-
tion as well, while Meelen & Roux (2020a) focus on adding crucial metadata
as well as constituency parses (i.e. syntactic information) to a very large di-
achronic corpus (Meelen & Roux 2020b). Although this corpus is not manu-
ally corrected yet, with over 166 million tokens from over 5000 texts across 11
centuries, it has opened up a wide range of research opportunities for any-
one with an interest in the history of the Tibetan language. The latest version
of the above-mentioned ACTib POS tagger furthermore includes additional
morphological information for over 100 specific Tibetan auxiliary and light
verbs to facilitate more complex diachronic linguistic research in particular.

In his contribution to this Special Issue Christian Faggionato demon-
strates how to add syntactic information in the form of dependency parses
to historical Tibetan texts. He shows how to implement a rule-based depen-
dency parser written in the Constraint Grammar (CG-3) formalism to create
the first Classical Tibetan treebank that can be part of the Universal Depen-

8 https://universaldependencies.org/u/pos/
9 https://zenodo.org/records/4727552

https://universaldependencies.org/u/pos/
https://zenodo.org/records/4727552
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dencies (UD) collection.¹⁰ Having syntactic relations encoded (either in de-
pendency or in hierarchical phrase-structure format) facilitatesmore complex
linguistic annotation in other domains too. Faggionato et al. (2022), for exam-
ple, show how semantic and information-structural annotation can be added
to Tibetan corpora by making use of an even further extended POS tag set
and with syntactic annotation, Darling, Meelen &Willis (2022) show that this
can be used for coreference resolution tracking noun phrases in Early Irish,
which can be transferred to languages like historical Tibetan where omis-
sion of arguments is prevalent too. With categories like the animacy of noun
phrases as well as the distribution of foci and topics in the sentence, more
fine-grained and complex questions on the emergence of egophoric and/or
switch-reference marking can be answered (cf. Meelen & Hill (2023)).

Linguistic annotation is not just beneficial to linguistics, but also forms a
stronger basis for other research in a wide range of fields by enhancing op-
portunities for Information Retrieval, discussed in the next section.

4. Information Retrieval

Information Retrieval (IR) is the NLP task of gathering specific information
from a corpus, based on any research question. It can range from simple
queries like “Which people or place names can be found in which text?” to
more complex tasks like Text Classification and identifying parallel content,
but not necessarily identical passages in different corpora.

4.1 Named-Entity Recognition

Thefirst question can be addressed through automatisedNamed-EntityRecog-
nition (NER), i.e. adding appropriate labels to proper names, organisations,
dates, institutions and other ‘named entities’ like ‘Tashi’, ‘Lhasa’, ‘Tibetan
New Year’ or ‘United Nations’, etc. Because the Tibetan Unicode script does
not use capital letters, detailed morphosyntactic annotation, e.g. distinguish-
ing proper nouns like the personal name ‘Nyima’ from the regular noun ‘ny-
ima’meaning ‘sun’, is essential to facilitate automaticNER (cf. Suzuki, Komiya,
Sasaki & Shinnou (2018)). This can be used in combination with Semantic
Role Labelling (SRL), which identifies the relations with other named entities
and/or verbs in the sentence, e.g. ‘Tashi’ is a personal name + the undergoer
(‘patient’) of the action in the sentence ‘Tashiwas pushed aside by his brother.’
(Zhang, Xia, Zhou, Jiang, Fu & Zhang 2022). In addition, ‘his brother’ can be
linked to Tashi as a close family relationship. This type of information is not

10 https://universaldependencies.org/

https://universaldependencies.org/
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just beneficial for linguists, but crucial for anyone doing historical research if
NER and SRL annotation is provided for diachronic corpora in particular. In
addition, scholars of religious studies, sociology and anthropology can bene-
fit from this type of richly-annotated data as it enables them to extract named
entities togetherwith geographic and temporal indicators fromabody of texts
as well as what roles the protagonists potentially played and how they were
related to each other.

For Tibetan, Liu & Wang (2018) presented one of the first NER methods,
but acknowledge that the lack of good training data hindered progress. Bar-
nett, Faggionato, Meelen, Yunshaab, Samdrup, Hill & Diemberger (2021a)
and Barnett, Hill, Diemberger & Samdrup (2021b) aimed to remedy that pre-
senting the a detailed annotation scheme of 17 Named-Entities ranging from
the more conventional DATE, PLACE and PERSON to more specific TITLE,
RELIGIOUS ORGANISATION and IDEOLOGY as well as a unique new set
of training data consisting of almost 10k annotated terms.¹¹

4.2 Text similarity & classification

A real breakthrough in the field of NLP came with development of compu-
tational methods that could ‘understand’, not just in frequencies, forms and
structures, but also meaning. To get closer to letting computers gain insight
into distributional semantics, i.e. deriving the meaning of words from their
context, Mikolov, Yih & Zweig (2013) developed so-called ‘word embeddings’
usingWord2Vec, a neural network-based algorithm that learns numerical rep-
resentations of words. For historical languages and data sets with more or-
thographic variation, Meta built a character-based extension of this,¹² which
Meelen (2022) used to train the first semantic model for Classical Tibetan.¹³
Word embeddings are representing words for text analysis in the form of
real-valued, static vectors of numbers, that can be extended to dynamic mod-
els and full-blown Language Models if enough data (i.e. billions of words
with little or no orthographical variation) are available. With larger amounts
of data from (Early) Modern Tibetan, for example, Engels, Erhard, Barnett &
Hill (2023) developed a Language Model for SpaCy.¹⁴

These numerical representations of large amounts of texts are useful for
more complex NLP tasks since the come closer to a semantic model of the
language. Even when only smaller amounts of data are available and large
language models are not an option, well-curated static word embeddings can

11 https://zenodo.org/records/4536516
12 https://fasttext.cc/
13 https://zenodo.org/records/6782247
14 https://zenodo.org/records/10148636

https://zenodo.org/records/4536516
https://fasttext.cc/
https://zenodo.org/records/6782247
https://zenodo.org/records/10148636
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Fig. 3 – Buddhanexus text-view display with a Tibetan text on the left hand side,
called inquiry text, a match in Sanskrit and a match in Tibetan in the middle column
and the Tibetan text that has a match with the inquiry text on the right hand side,
called hit text.

facilitate tasks like text classification, as Meelen (2022) shows in a pilot study
that aims to classify texts based on different types of religious features, rang-
ing from Buddhist to Bön and Pagan, on the other end of the scale. In addi-
tion to finding differences, bothword embeddings and large languagemodels
help Information Retrieval tasks like finding textual similarity. Felbur, Mee-
len & Vierthaler (2022) show that if Classical Tibetan embeddings are com-
binedwith Classical Chinesemodels, it is possible to retrieve similar passages
from Tibetan canonical texts based on Chinese input.

On a larger and user-friendly scale, the Khyentse Center for Tibetan Tex-
tual Scholarship, University of Hamburg launched the BuddhaNexus plat-
form shown in Fig. 3.¹⁵ This is a text-matching database that provides ad-
vanced functionality for the research of intertextual matches in Pāli, Sanskrit,
Tibetan, and Chinese. BuddhaNexus provides not only a huge dataset of
more than 120 million textual matches, but also advanced filter and differ-
ent display options to make working with such a large dataset as comfortable
as possible.

On the technical level, BuddhaNexus uses word embeddings in combina-

15 https://buddhanexus.kc-tbts.uni-hamburg.de/

https://buddhanexus.kc-tbts.uni-hamburg.de/
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tion with k nearest neighbor search (kNN) in order to calculate intertextual
links within a large textual database efficiently (cf. Nehrdich (2020)). Bud-
dhaNexus also features bilingual matches between Sanskrit texts and their
Tibetan translations. These matches have been created using a combination
of contextual word embeddings of the BERT type and vector-based sentence
alignment (cf. Nehrdich (2022)). Since its launch, a number of studies have
appeared that used the unique capabilities of BuddhaNexus in order to con-
duct intertextuality research on a scale that was not possible before (e.g. Dor-
jee (2021), Almogi (2022a), Almogi (2022b), Cheung (2023), and Nehrdich
(2023)). In addition to researchers at western institutions, Buddhanexus is
also used extensively by Tibetan khenpos.

5. Machine Translation

When it comes to automatic translation, inApril 2023, theDharmamitra project
started at the Berkeley AI Research Lab (BAIR), UC Berkeley, under the guid-
ance of Kurt Keutzer together with Sebastian Nehrdich. The goal of Dhar-
mamitra is the creation of a range of Large Language Model enabled tools
to help academics and translators interact with material in Tibetan and other
ClassicalAsian languages. These includemachine translation, semantic search,
andQuestion/Answer systems. Thefirst outcomeof theDharmamitra project,
the Monlam-Mitra machine translation model, was made public through the
MonlamAI website in Autumn 2023.¹⁶. This model is based on Meta’s No Lan-
guage Left Behind (NLLB Team 2022) Large Language Model, which was then
finetuned on more than two million Tibetan-English sentence pairs collected
by the Monlam AI team. Figure 4 shows the Monlam AI website providing
Tibetan to English machine translation. In February 2024, the Dharmamitra
team created a new version based on MADLAD-400 (Kudugunta, Caswell,
Zhang, García, Choquette-Choo, Lee, Xin, Kusupati, Stella, Bapna & Firat
2023), which, in addition to English, also supports translation from Sanskrit,
Chinese and Pāli into and from Tibetan. Figure 5 shows how this model pro-
vides translations from Classical Buddhist Chinese into English. The Tibetan-
English model is currently accessible in interactive applications.¹⁷

A natural question is: What does this tool offer its users? Before its public
release, feedback on Monlam-MITRA was solicited from twenty experienced
translators and scholars. There is a natural positive confirmation bias in those
who responded, as those who saw no particular value were unlikely to re-
spond. First it should be made clear that no one indicated that the resulting
machine translations were immediately usable. Everyone felt errors had to be

16 https://monlam.ai/
17 See monlam.ai and dharmamitra.org for the multilingual model.

https://monlam.ai/
monlam.ai
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Fig. 4 – monlam.ai machine translation from Tibetan into English.

Fig. 5 – dharmamitra.org machine translation from Chinese into Tibetan.

monlam.ai
dharmamitra.org
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corrected and translations reworked. Nevertheless, many translators felt that
the initial translation gave a great point of departure. Surprisingly, even ex-
perienced translators found consistent productivity gains using the Monlam-
MITRA translation tool. They found it very easy to quickly identify mistakes
in the machine translation andmove on. In addition to being faster in transla-
tion, scholars found that the interactive translation capability, with instanta-
neous results, made it easy to navigate unfamiliar literature. One translator,
working closely with ethnic Tibetan translators, observed that Tibetans with
modest English skills greatly benefited from the tool as well, making it easier
for them to obtain a draft translation in the target language. Another encour-
aging sign of use is that there are 20,000 individual translations done per day
now.

Regarding the shortcomings of the system, themost recurrent errors were
incomplete translations (i.e. portions of the original entirely missing in the
translation), oscillatory hallucinations in which portions of translations are
repeated in a fugue-like manner (e.g. “May all sentient beings find comfort
and joy. May all sentient beings find comfort and joy”). Translations of mate-
rial with missing training data, such as particular types of Tibetan medicine,
were non-sensical. All of these issues are fairly straightforwardly address-
able, however, and improvements have been seen even over the last couple
months.

6. Learning & Editing

In addition to the above-mentioned NLP applications, Tibetan studies is also
moving forward in areas of language learning as well as text collation and
editing. In his contribution to this Special Issue, Dirk Schmidt introduces
Dakje,¹⁸ a Tibetan education tool. Since pronunciation of most Modern Ti-
betan varieties is far removed from the orthography due to diglossia in the
spoken and written language (Ferguson 1959), he explains that learning how
to read and write Tibetan is a challenging task, with high rates of illiteracy
from 21% to 34% (Reddy & Bhole 2023, Textor 2022). Building on earlier
work (Schmidt 2020), he shows how Dakje aims to address these issues by
unpacking the learning-to-read process in Tibetan step-by-step. Using two
Esukhia speech corpora (the Nanhai Corpus (Esukhia 2020) and The Chil-
dren’s Speech Corpus (Esukhia 2022a)), he proposes a new data collection
technique forwriting beginning readingmaterial, the creation of story-specific
‘mini speech corpora’, andhow touseword segmentation in bothDakje (Esukhia
2022b) and Botok (OpenPecha 2023) for editing and reading level identifica-

18 https://dakje.io/

https://dakje.io/
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tion. This provides readers who wish to write, edit, or analyse early reading
materials with the practical information, tools, and resources they need.

When it comes to reading and editing historical texts in digital environ-
ments, recent years have seen progress here too in a variety of ways. First, an
ever-increasing number of digital images and eTexts are available through the
Buddhist Digital Resource Center’s (BDRC) BUDAplatform.¹⁹ These texts are
not only provided with detailed metadata, but also linked to other platforms
through IIIF and Linked Open Data (LOD) protocols. In addition, BUDA fa-
cilitates searching not just for textual strings, but also for people, places, top-
ics, collections, works, etc. making it the largest digital library of Buddhist
and other Tibetan material in the world.

When it comes to creating editions of texts, the BDRC and Esukhia have
collaborated to develop Pydurma, a tool that can create a clean e-text version
of any Tibetan work from multiple sources.²⁰ It can very efficiently collate
different texts (in multiple formats) and has a configurable system of weights
to choose a preferred reading as the one presented in the diplomatic edition
(most common reading, best OCR confidence index, conformance to spelling
standards, etc.). The result is a new clean version called a ‘vulgate edition’.
This is useful for publishers who need clean copies of texts, but also develop-
ers who need clean data to train new computational models.

7. Conclusion and further developments

Computer-aided methods in the Humanities and Social Sciences based on
Natural LanguageProcessing (NLP) techniques have led to considerable break-
throughs in recent years. The field of Tibetan Studies has already seen a num-
ber of changes as more state-of-the-art tools have become available not just to
those with a technical background, but also as user-friendly online applica-
tions that facilitate research. This brief introduction and the Special Issue in
general are not meant to be exhaustive, but merely aims to provide a taste of
the wide range of opportunities these tools have to offer.
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